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Design Method for a Decentralized Control Platform with 

Dynamic Evolution towards Railway Transportation System
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Abstract:  Based on analysis of characteristics of railway transportation systems, the technical requirements of railway transportation systems, and the new concept of Logic Level Dynamic Evolution in decentralized control system are proposed. The design principles and methods for a decentralized control platform with dynamic evolution are discussed in this paper. A prototype platform has been developed that shows the effectiveness of design methods, and the dynamic evolution ability is also shown in the prototype platform. It is applicable to the design of China high-speed railway automation system in near future.
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1. Introduction

1.1 Characteristics of Railway Transportation System
Before discussing the railway transportation automation system, we analyze characteristics of railway transportation system from 4 aspects listed below.

(1) Continuity of Railway Transportation System Planning

With the development of China’s citification, it’s an obvious trend for extension to outside of main city districts and connection of main city districts with satellite towns. The city track transportation system planning should meet requirements of continuous development and extension. However, the main problem is: there are many uncertain factors to predict future development accurately, which means that present planning is going to be changed in the future. Therefore, all variant factors of the system must be fully considered in our plan. So do the smooth connection and update of present system and future system are required. In technical speaking, it’s the flexibility and extensibility of the system structure [4].

(2) Phased-in Construction of Railway Transportation System

Limited by many factors such as investment and land-requisition, it’s impossible for city track transportation system construction to be designed once and constructed once. It need be constructed and implemented step-by-step, even for only one line [3] [5][8][10].

  This construction mode brings a great challenge to automation system operation. 

  Obviously, the system that is performed step-by-step should be extensible. For those systems that can be set up once, it’s necessary not to interrupt systems operation while updating and modifying them.
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In view of this aspect, the system can be tested as operating, namely, on-line characteristic. Moreover, on-line training during system operation should also be considered.

The extensibility and on-line characteristic of system is of direct benefit to reducing the cost of system’s development and operation. So this problem can be concluded as flexibility and extensibility of the system structure.
 (3) Diversity and High-density of Transportation Organization

Diversity of transportation organization is to adjust transportation plans appropriately and carry them in to effect. In order to realize hour-level adjustment, it’s necessary to set up an on-line real-time transportation planning system.

It’s necessary to realize high-density operation of trains during the morning and evening rush. High-density operation is closely related with Automatic Train Control (ATC) and Train Commanding System.

According to this requirement, there are two different technical ways: Centralized Information with Centralized Control and Centralized Information with Decentralized Control. In respect of the train operating commanding system, COMTRAC adopts Centralized Information with Centralized Control mode, and ATOS [5] adopts Centralized Information with Decentralized Control mode.

It’s a key problem to use which kind of technical ways in order to realize diversity and high-density of transportation organization.

(4) Maintenance Management Mode 

System management mode is rarely studied in China. At present, it’s very difficult to realize automation of maintenance management. System design and development method are also decided by system management mode.

The first problem is about the maintenance of system itself. Whether the system has a capability of on-line maintenance, which means maintenance without interruption or on-line maintenance and test, is closely related with architecture of the system.

The second problem is the maintenance management mode, centralization or decentralization. Present maintenance management mode is actually a centralized mode. Everything is finished by the control of dispatchers. The definition of decentralized mode is accomplishing maintenance work by a scheduling center, train stations and site operation personnel. Under this mode, the scheduling center is responsible for information (maintenance work plan) centralization, while train stations for entering control and site operation personnel for entering application and implementation of maintenance work. In fact, it is a considerable power, originally dominated by the scheduling center that is shared by train stations and site operation personnel now. Each section has considerable independency and coordination with each other. We need corresponding system structure and techniques to support this kind of maintenance management mode.

1.2 Technical Requirements of Railway Transportation System
From above discussion, technical requirements of railway transportation system can be concluded as below:

(1) On-line extensibility of system

(2) On-line maintenance and testing of system

(3) On-line fault-tolerance of system

(4) Technical method selection of information centralization and control decentralization

(5) Coordination mode of scheduling center- station-site operation personnel
2. Concept Design
2.1 Human-machine Interaction in Transportation Automation System 
Firstly, we analyze the role of human in the transportation automation system.

In decentralized system environment, human, as an information receiver, need know every object’s present state in real time or inquire about its state during past certain period

In decentralized system environment, human, as an information publisher, in ordinary way, it’s necessary to publish coordination principles among all subsystems. For the transportation automation system, operation diagram is the coordination principle. In exceptional situation, it need give orders to realize manual intervention in the single object.

Based on above analysis, functions of human-machine interface can be summarized as follows:

·Displaying system present state;

·Inquiring about system history state;

·Publishing subsystem coordination principle;

·Carrying out manual control;
Furthermore, if the control center is subject to physical destruction, any subsystem (node) in the transportation automation system might become the human-machine interface subsystem. We call this as Logic Level Dynamic Evolution. This means that the human-machine interface subsystem can be transferred automatically from one place to another place.

2.2 Technical challenges from logic level dynamic evolution
Assuming any system can be human-machine interface subsystem, we face such technical challenges as below:

(1)
 System structure should be equal, which means every subsystem has latent structure and function equality [1][2]. In different occasions, it shows function diversity caused by convenience of administrators.

(2)
 Multiple subsystems can be human-machine interface subsystems simultaneously, which leads to contention. So how to establish effective decision-making mechanisms to avoid contention becomes an important problem.

(3)
 Update of present state and synchronization after subsystem’s transfer. New human-machine interaction subsystems need to update present state of all objects in the system in time to keep synchronization.

(4) Storage and visit of historical states. Historical data is mostly stored in database. In consideration of safety, it’s necessary to set up database backups especially in different physical sites.

2.3 Principle of System Design
In order to satisfy technical requirements of railway transportation system and realize dynamic evolution enabled railway transportation automation system, three design principles are proposed in this paper.

(1)
 Traditional centralized and client/server mode is not used in this system structure. Instead, we adopt autonomous decentralized system structure [1][2][3]. Under this structure, communication among monitoring objects is no longer the request-reply mode. The system performance, which is no longer dependant upon certain key node either, is dependent upon cooperation of all objects in the system. Certain node’s entering/quitting the system is a partial behavior, which has no influence on the entire system’s operation.

(2)
 For the communication model, as the traditional request-reply model can’t be fit for the real-time request of communication of the system, Publish/Subscribe [7][11][12] communication model is adopted. In this model, the sender only sends data, while the receiver only accepts what interests him. Sever is on more the communication bottleneck. This opposite model insures the reliability of communication in case of any faults, and leaves out the step of request, which enhances the real-time of system communication.

(3) For the system software, we must construct and dive into using at the same time. Dynamical evolution systems must realize the dynamical extend of software in the node-level and the module-level [1][6][9].
3. Structure Design
  Design of system structure is based on the technology of autonomous decentralized system [2] and Autonomous Decentralized Protocol-ADP [7] middle-ware for network communication.

3.1 Design of node system
The node system contains mainly the module of configuration and edition, property and logical control, data packing and resolution, middle module of network communication and file transfer. The module of configuration is for setting up user-define element base, protracting control interface, setting the properties and action logical conditions of relative devices, and create union files. The module of property and logical control verifies the validity of information or commands, and realizes the ordered operations in property and logic of system. The module of data packing and resolution is for packing the data created by the module of property and logical control, or resolute the date from the middle-ware of network. The module of network communication adopts the ADP. The file transfer module is special module for receiving and sending configuration files between the nodes and control center.
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 Fig. 1 Structure of node system
All node systems have the same structure. 

3.2 Run mode of node system and its relationship
In actual applications, for facilitating the management, nodes are always divided according to their roles in logical level, like control center, node, etc. For this management, several node function modes have been designed for system, like local mode, remote mode, control center mode and node mode etc.
A node can switch the local mode and remote mode, as shown in the figure 2. In the local mode, the configuration files of node are sent to control center, then control center verifies them and starts to run automatically. The actual information of all objects of corresponding node is shown in the control interface, and the control center can’t control the objects of this node. The node carries out control, and all the operations to objects are mapped to the corresponding node control interface of control center via network.  

In remote mode, node shows only the actual state of objects, and the control right is transferred to control center. 

If node A has a network fault in remote mode, and quits the network system, then the control center will delete the control interface of node A automatically. After the fault has been repaired, node A enters the network system again, and transmits the configuration files to control center automatically. After the transmission finishes, node A will come back to the remote function mode before the fault.   
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 Fig. 2 Run mode of node system and its relationship
The treatments to control flow in local mode and in remote mode are different fundamentally. 

3.3 Design of configuration files structure
Configuration files are the kernel element for the normal working of node, which contains information as following: 

Expression of objects properties: physical devices are abstracted to some objects with a series of properties. Devices are abstracted according to input and output as AI (analog input), AO (analog output), DI (digital input), and DO (digital output). AO and DO can be controlled, but AI and DI are the state parameters transmitted from devices to system, and can’t be controlled in the system.

Expression of objects mode: usually an object has different control strategies in abnormal function mode and normal function mode. Three function modes are designed in this system: normal, abnormal and debugging. 

Expression of objects action logical relations: in running processing, actions of an object depends its actual state, which is expressed by logical relations. The logical conditions needed by the object starting and quitting running can be set. Logical relation can be several.        
Table 1 Data structure of objects in configuration file

	Field of property
	Description of property

	m_strDescription
	Device description

	m_nDeivceID 
	Device ID

	m_nSlotNum
	Bus number

	m_nChannelNum 
	Channel number

	m_nObjNum
	Object number

	m_nTCD
	TCD code distributed to the object

	TYPE
	Property of object：AI，AO，DI，DO

	m_bIsEnable 
	If controllable（according to node mode and object property）

	m_bSwitchStatus 
	The status of digital parameters

	m_nDRandomUP
	Maximum of digital parameters

	m_nDRandomDown
	Minimum of digital parameters

	m_nXUp
	Maximum input of analog control parameters

	m_nXDown
	Minimum input of analog control parameters

	FaultStatus 
	Object mode

	m_bProtectedMode 
	Protected mode（once entered into this mode, protected codes are started）

	m_nCurXVal 
	Values of analog parameters

	m_AndArrayList
	Logical expression of running devices

	m_AndArrayDisableList
	Logical expression of stopping devices


Configuration files are linked lists made of this data structure.
4. System functions

Seven function modules are designed in node system, which are:

(1)  Configuration and edition tool

(2)  Verifying of configuration file consistency

(3)  Transmission of configuration files

(4)  Triggering and transmission of control information 

(5)  Transfer of control center

(6)  Self-supervision of system states (node level and application level)

(7)  Switching of node modes.

The system realizes ordered running with the cooperation of these subsystems. Now we will mainly introduce the design methods of key modules.   
4.1 Automatic verification system of configuration consistency 
   When configuration files are put into running, the system will check and verify them automatically, preventing repeated device ID and invalid TCD codes. Only correct configuration files can be permitted into running.
4.2 Transmission of configuration files 
   Transmission and exchange of configuration files is an important technical method for a system to realize self-discipline and autonomous coordination. Different transmission modes are used in different cases:

(1) Automatic transmission mode

   A node will enter the automatic transmission mode after it confirms the existence of control center and initiates or configuration files are just updated. In automatic transmission mode, system will use automatic verification system of configuration consistency to verify every document. The system will terminate automatic transmission process if any incorrect configuration file is detected.

(2) On-demand transmission mode

   If errors occur in the period of receiving configuration files, control center will not receive the whole files. Control center will inform all nodes one by one of retransmitting their documentations so that it can obtain all configuration files again.

(3) Manual mode

   In manual mode, operator can transmit modified configuration document to control center. If control center has old edition of the configuration document, it will be updated automatically. If not, system will run this new configuration document automatically.

4.3 Triggering and transmission of object information
   The system provides many methods to trigger nodes to transmit information to the network.

(1) Modification of attribute list

   If an object’s state changes, the value of its corresponding attribute segment of configuration file’s data structure will change accordingly. When the system detects the corresponding attribute’s alternation, it will trigger the network transmission of information automatically and update the state of control interface simultaneously.

   Editable items of configuration file’s attribute list have relations with node’s remote/local mode. Attribute list of the control center is completely uncontrollable when the node is in local control mode. In the case of remote control mode, all editable states of node’s attribute list are transferred to the control center.

(2) Control panel

   Control panel is an assistant in the system, which is used to help users control attribute list more conveniently. Controllable attributes on the control panel are: hand-off state, device-enable (controllable or not), actual analog output.

4.4 Control center transfer
   The control center transfer is very important to realize dynamic evolution of the system. In the case of network failure, the control center can be switched between the master and the standby. When disaster happens, it is convenient for control center transferring to a station node near the disaster station to control and handle the situation. The first step is to boot the control center, then to boot other standby and nodes. The pre-requisite of system normal start-up is the existence of control center in the network.

(1) Master-standby hand-off

 After system sets up its initial state, if a network failure occurs in the control center, the standby will replace the original one by automatic handoff. At the same time, other nodes on the network will also transmit their present configuration files again to the new control center. After a short period of control center hand-off, the system whose kernel is the new control center will be established. Supposing the original control center is recovered from failure, it enters the system over again as an ordinary node. But if the original center wants to resume its position, it must apply to the standby control center and get its confirmation.

(2) Node apply to become control center

   A network node, which is not the control center, may become the new control center through its application to the present control center. Once the application is confirmed, it will trigger a hand-off process of all control centers on network, which will also make every node retransmit their configuration files to the new control center.

4.5 System State Self-monitoring
   System has a function of monitoring nodes state in the entire network system. All events happening to nodes on the network, e.g. whether the node is in dead state or in fixed state, will display on the window mapped from the bottom layer through network middle devices. Two monitoring windows can be observed: (1) network events monitoring window; (2) actual on-line nodes monitoring window. The system will update the newest situation of on-line nodes and display it on the on-line nodes monitoring window.
5. Conclusions
In this paper, we have analyzed the characteristics of railway transportation system from 4 aspects, based on the result of analysis, the technical requirements of railway transportation system are pointed out. In order to achieve dynamic evolution in decentralized system environment, three design principles are proposed in this paper, they are: Decentralized system structure; Publish/Subscribe communication model; Dynamical evolution in the node-level, the module-level, and logic level. 

Based on those design principle, the structure design and the function design method for decentralized control platform are discussed in details.

A prototype platform has been developed that shows the effectiveness of design methods, and the dynamic evolution ability is also shown in the prototype platform. It is applicable to the design of China high-speed railway automation system in near future.
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