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Youla-Kucera Parameterization for Nonlinear Systems via

Observer Based Kernel Representations†

Kenji Fujimoto∗ and Toshiharu Sugie∗

This paper is concerned with Youla-Kucera parameterization for a class of nonlinear systems via kernel repre-

sentations. Kernel representations are generalized left factorizations for nonlinear systems which are introduced

by Paice et al. We give a rather natural generalization of Youla-Kucera parameterization by using observer based

kernel representations. Furthermore we derive a state-space formula of the parameterization in this framework.
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1. Introduction

Coprime factorization approach is widely used for anal-

ysis and synthesis of linear control systems. In the last

decade, inspired by 1), a lot of research has been done on

nonlinear extension of coprime factorizations 2)∼9). Input-

output operators are used to express nonlinear systems

and their factorizations, while transfer functions are used

in the linear case. Nonlinear right coprime factorizations

are natural extension of the linear ones and many satisfac-

tory results were obtained 6), 8), 9) which are very similar

to the linear case results. Nonlinear left coprime factoriza-

tions can be used to derive the parameterization of sta-

bilizing controllers and many results on this topic were

obtained so far 1), 2), 7). However, nonlinear left coprime

factorizations can not be well defined to have the consis-

tency with right coprime factorizations.

Recently, kernel representations have been introduced
3), 5) as generalization of nonlinear left coprime factoriza-

tions which have the consistency with right coprime fac-

torizations. It is also shown that the state-space realiza-

tions of kernel representations are computable, while it is

very hard to obtain the state-space realizations of left fac-

torizations. Furthermore the parameterization of all sta-

bilizing controllers in input-output setting was obtained

via kernel representations 5). However the parameteriza-

tion in input-output setting intrinsically contains a diffi-

culty in constructing its state-space realization. In input-

output setting, two systems that have same realizations

with different initial conditions are regarded as two dif-

ferent operators, because they have different input-output

mappings. Therefore, when we construct a state-space

realization of the parameterization, the controller has to
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know the initial state of the plant in order to realize the

same input-output mapping of the plant itself. This prob-

lem is caused by the fact that any operators which have

the same realizations cannot be identified in the context

of input-output approach. The present paper proposes

to associate such operators that have the same realiza-

tions by the notion of detectability which state observers

should possess. The authors believe that this is the first

result on the parameterization of all stabilizing controllers

with state-space realizations by factorization approach.

Furthermore, the relationship between input-output ap-

proach and the existing state-space approach 10)∼12) is

clarified as a consequence of the main result.

2. Notations

2. 1 Signal space and operator stability

Any signal z is an element of its signal space Z. The

space Z is usually taken to be a set of functions from a

time domain to a Euclidean vector space, e.g., Z = Lm
pe.

An operator Σ with an input signal space U , an output

signal space Y and an initial condition x0 ∈ X 0 is denoted

by Σx0 : U → Y. Suppose the well-definedness and stabil-

ity of operators are defined so that the set of well-defined

or stable operators makes a ring with respect to the sum

(Σ + Γ)(x
0
Σ,x0Γ)(u) := Σx0Σ(u) + Γx0Γ(u), ∀u ∈ U

with Σ : U → Y and Γ : U → Y, and the product

(Σ ◦Θ)(x
0
Σ,x0Θ)(z) := Σx0Σ(Θx0Θ(z)), ∀z ∈ Z

with Σ : U → Y and Θ : Z → U . That is, (Σ + Γ) and

(Σ◦Θ) are well-defined (or stable) if Σ, Γ and Θ are well-

defined (or stable); the identity operator Id and the zero

operator 0 are stable. For example, causality, smooth-

ness and Lipschitz continuity can be taken as the well-

definedness of the operator, and typical input-output sta-

bility definitions such as Lp-stability, Lp finite gain stabil-
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ity and bounded-input bounded-output stability (BIBO)

can be adopted as the stability.

An operator Σ : U → Y is said to be invertible if it has a

well-defined inverse operator Σ−1 : Y → U . An invertible

operator Σ : U → Y is said to be unimodular if both Σ

and Σ−1 are stable.

Furthermore a particular notation is adopted in this

paper. The initial state x0 of a system Σx0 is sometimes

omitted and just denoted by Σ instead. When such a

simplified notation is employed, Σ̄ denotes a copy of a

system Σ with a different initial condition, i.e., Σ̄ = Σx1

while Σ = Σx0 .

2. 2 State-space realizations

In order to obtain state-space results, we implicitly as-

sume that any operator Σx0 has a state space realization

Σx0 :

{

ẋ = f(x, u) x(0) = x0

y = h(x, u)
(1)

with smooth functions f and h satisfying f(0, 0) = 0 and

h(0, 0) = 0. When the state-space results are discussed,

the operator stability should include that of the state be-

havior such as input-to-state stability.

2. 3 Kernel representations

This subsection introduces kernel representations 3)∼5)

as generalization of left factorizations of linear systems.

Definition. A kernel representation of an operator

Σx0 : U → Y is an operator Rx0

Σ : U × Y → Z such that

y = Σx0(u) ⇔ R
x0

Σ (u, y) = 0 (2)

holds for ∀x0 ∈ X 0, ∀u ∈ U and ∀y ∈ Y. Further, a

kernel representation Rx0

Σ : U × Y → Z is said to be

well-defined if there exists the pseudo-inverse operator

(Rx0

Σ )# : U × Z → Y such that

y = (Rx0

Σ )#(u, z) ⇔ R
x0

Σ (u, y) = z

holds for ∀x0 ∈ X 0, ∀u ∈ U , ∀y ∈ Y and ∀z ∈ Z. A

notation Σx0

z is also used as shorthand for (Rx0

Σ )#(·, z).

Kernel representations are natural generalizations of

left factorizations, because if an operator Σx0 : U → Y

has a left factorization Σ = M̃−1 ◦ Ñ with Ñx0 : U → Z

and M̃x0 : Y → Z then a well-defined kernel representa-

tion of Σ is given by

R
x0

Σ (u, y) = −Ñx0(u) + M̃x0(y) . (3)

Namely the well-definedness corresponds to the invert-

ibility of M̃ in the left factorization. The kernel repre-

sentation of the linear case Σ = Σ`(s) = M̃(s)−1Ñ(s) is

depicted in Fig. 1. Similar to Fig. 1, we depict a kernel

representation R
x0Σ
Σ as in Fig. 2.

Kernel representations are not equivalent to left factor-

izations because in general a kernel representation RΣ is

u - Ñ(s) -− b

6z

y¾M̃(s)¾

Fig. 1 The kernel representation of Σ`

u - R
x◦Σ
Σ
¾ y

z6

Fig. 2 The kernel representation of Σ

not always “separable”, namely, it cannot be divided into

two operators Ñ and M̃ as in (3).

Definition. A stable kernel representation Rx0

Σ : U ×

Y → Z is said to be coprime if there exists a stable oper-

ator Xx0 : Z → U × Y such that

R
x0

Σ ◦Xx0 = Id (4)

holds for ∀x0 ∈ X 0.

Equation (4) reduces to

−Ñ ◦X1 + M̃ ◦X2 = Id

when RΣ specializes to (3). Therefore the equation (4)

is a natural generalization of the Bezout identity in the

linear case.

2. 4 Kernel representations of feedback sys-

tems

Consider a feedback system as shown in Fig. 3. Such

a feedback system that interconnects Gx0G : U → Y

and Kx0K : Y → U is denoted by {Gx0G ,Kx0K} or just

{G,K}. Well-posedness and stability of the feedback sys-

tem {G,K} are investigated.

- G

y

¾K

u

Fig. 3 Closed-loop system {G, K}

Suppose G : U → Y and K : Y → U have kernel repre-

sentations RG : U × Y → ZG and RK : Y × U → ZK

R
x0G
G : (u, y) 7→ zG (5)

R
x0K
K : (y, u) 7→ zK . (6)

Then the kernel representation R{G,K} : W → ZGK of

the feedback system {G,K} can be defined by

R
(x0G,x0K)

{G,K} (w) :=





R
x0K
K (y, u)

R
x0G
G (u, y)



 = zGK .

Here w and zGK are condensed notations of (u, y) and

(zK , zG) respectively, i.e.,
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W 3 w := (u, y) ∈ U × Y

ZGK 3 zGK := (zK , zG) ∈ ZK ×ZG

X 0
GK 3 x0GK := (x0G, x

0
K) ∈ X 0

G ×X
0
K .

(7)

Regarding the feedback system {G,K} as a null-input

system w = {G,K} with w the output, we obtain

w = {G,K} ⇔ R{G,K}(w) = 0 (8)

which is the definition of the kernel representation (2).

The null well-posedness and null internal stability of the

feedback system {G,K} are defined using the kernel rep-

resentation R{G,K}.

- RG
¾

p y

¾RK
-

pu

zG6

?
zK

Fig. 4 The kernel representation of {G, K}

Next we consider the feedback system with the kernel

representations RG and RK as depicted in Fig. 4. The

null well-posedness and null internal stability are defined

as follows.

Definition. A feedback system {G,K} with a ker-

nel representation R
(x0G,x0K)

{G,K} is said to be null well-posed if

the operator R
(x0G,x0K)

{G,K} is invertible. Further, a null well-

posed feedback system {G,K} with a stable kernel rep-

resentation R
(x0G,x0K)

{G,K} is said to be null internally stable if

R
(x0G,x0K)

{G,K}

−1

is stable.

Remark 1. The internal stability of a system {G,K}

with a kernel representation R{G,K} is equivalent to the

coprimeness of R{G,K}, because the unimodularity of

R{G,K} is equivalent to the existence of a stable opera-

tor X = R−1{G,K} such that

R{G,K} ◦X = Id.

This equation is a generalization of the double Bezout

identity.

3. Parametrization of stabilizing controllers

3. 1 Preliminaries

Paice and van der Schaft already gave the follow-

ing result as a parameterization of all stabilizing plant-

controller pairs via kernel representations 4), 5). This re-

sult gives a parameterization of all null internally stabi-

lizing pairs {GS ,KQ} in the input-output setting without

the effect of the initial states.

Theorem 1. 5) Suppose BIBO is adopted as the op-

erator stability. Consider a null internally stable system

{G,K} with a kernel representation R{G,K}, and a system

Q with a stable kernel representation RQ : ZG × ZK →

ZQ, giving KQ with the following stable kernel represen-

tation.

RKQ
:= RQ ◦R{G,K} (9)

Then the feedback system {G,KQ} with the kernel rep-

resentation R{G,KQ} is null internally stable if and only if

Q is stable.

Furthermore, given a null internally stable system

{G,K?} with a kernel representation R{G,K?} where

RK? : Y × U → ZK? , then there exists a stable sys-

tem Q? with a kernel representation RQ? , such that

RQ? : ZG ×ZK → ZK? , and KQ? = K? hold.

The parameterization (9) can be depicted as in Fig. 5

where RQ is the free parameter.

zQ¾
RQ

zK¾
RGK

¾ u

y
¾¾

zG

RKQ

Fig. 5 The kernel representation of KQ

In Theorem 1, the kernel representation RKQ
defined by

(9) contains the operator RG. Hence the state-space real-

ization of KQ has to contain the state of the plant G, and

this parameterization is not useful in a practical situation.

Strictly speaking, this result does not give the stabilizing

plant-controller pairs in the sense of Definition in section

2. 4, because R{GS ,KQ} is not necessarily unimodular for

∀x0GS
∈ X 0

GS
and ∀x0KQ

∈ X 0
KQ

unless the initial condi-

tions x0GS
= (x0S , x

0
G, x

0
K̄) and x0KQ

= (x0Q, x
0
Ḡ, x

0
K) satisfy

x0Ḡ ≡ x0G and x0K̄ ≡ x0K (which is equivalent to the equa-

tions xḠ(t) ≡ xG(t) and xK̄(t) ≡ xK(t) for ∀t in their

state-space realizations).

Most of the existing results on the parameterization

of stabilizing controllers using the input-output approach

have a similar difficulty, e.g., 2), 7). The main reason

of this difficulty comes from the fact that the parame-

terization does not use the property of state observers

whereas the linear parameterization is based on it. The

characterization of kernel representations (or left coprime

factorizations) which have the property of state observers

can be found only in the reference 13) as long as the au-

thors know, but it is not a satisfactory property for the

parameterization. The following section proposes to use

detectable kernel representations, which are based on state
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observers, in order to avoid the difficulty and derives a

parameterization of all stabilizing controllers in the usual

sense.

3. 2 Parametrization via detectable kernel rep-

resentations

For the purpose stated in the previous subsection, ob-

server based kernel representations are introduced. As its

preparation, let us remember the linear case.

u p

- Σ(s)

y

¾M̃(s)¾b- Ñ(s) -−

?zΣ̄

observer

Fig. 6 Relationship between an observer and a left coprime

factorization for a linear system Σ(s)

If an operator Σ is a linear system, then a stable kernel

representation RΣ of Σ can be constructed using its left

coprime factorization. A left coprime factorization of Σ is

closely related to its state observer. Actually, the state-

space realization of RΣ is a state observer of Σ as shown

in Fig. 6. Moreover it is also an estimator of the external

signal zΣ added to R#
Σ (·, zΣ) as in Fig. 7.

u p

- Ñ(s) - b

zΣ

?- M̃(s)−1

y

¾M̃(s)¾b- Ñ(s) -−

?zΣ̄

Fig. 7 The left coprime factor representation of a linear sys-

tem Σ(s) and its observer

This is the reason why the parameterization in Theo-

rem 1 works well in the state-space setting in the linear

case.

u p

- ΣzΣ

zΣ

?

y

¾RΣ̄

?zΣ̄

-

Fig. 8 Observer based kernel representation

Now we define detectable kernel representations which

have the property discussed above. Fig. 8 shows the con-

cept of the detectability of RΣ. Here Σ is a mapping:

U → Y. RΣ̄ is a copy of RΣ with a different initial con-

dition as stated in section 2. 1. We claim that RΣ̄ should

have the property of an estimator of the external signal

zΣ added to R#
Σ (·, zΣ) in the figure, and that if we employ

kernel representations which have such a property then a

parameterization similar to Theorem 1 holds in the usual

sense of Definition in section 2. 4. The precise definition

is stated as follows:

Definition. A kernel representation R
x0Σ
Σ : W → ZΣ

is said to be detectable if the operator without input

∂R
(x1Σ,x2Σ)

Σ(w) (0) (10)

is stable irrespective of w ∈ W, where ∂ is the differential

operator defined by

∂Γ
(x1,x2)

(w) (v) := Γx1(w + v)− Γx2(w). (11)

A kernel representation RΣ is said to be detectable if

the difference of the outputs zΣ’s from two RΣ’s are close

to each other for any signal w ∈ W, so this is not a trivial

property from the stability of RΣ. Detectability is a nat-

ural property of the zΣ-estimator which appears in Fig. 8

because two same RΣ’s should estimate the signals zΣ’s

close to each other.

For example, if Lp-stability with the signal space Z =

Lpe is taken as the operator stability, then the detectabil-

ity definition (10) of RΣ reduces to

R
x1Σ
Σ (w)−R

x2Σ
Σ (w) ∈ Lp, ∀w ∈ Lpe, ∀x

1
Σ, ∀x

2
Σ ∈ X

0
Σ.

Or, if Lp finite gain stability is taken as the operator sta-

bility, then the detectability of RΣ reduces to

‖R
x1Σ
Σ (w)−R

x2Σ
Σ (w)‖p ≤ φ(x1Σ, x

2
Σ),

∀w ∈ Lpe, ∀x
1
Σ, ∀x

2
Σ ∈ X

0
Σ

with a smooth function φ satisfying φ(0, 0) = 0.

Remark 2. The definition of detectability intro-

duced in the original version of the paper was defined

only for BIBO stability where the property

R
x1Σ
Σ (w) ∈ Zs

Σ ⇔ R
x2Σ
Σ (w) ∈ Zs

Σ, ∀w ∈ W

with the bounded signal space Zs
Σ ⊂ ZΣ is taken as the

definition of detectability. This characterization of de-

tectability is slightly less restrictive than the definition

taken here if BIBO is taken as the operator stability.

Assuming the detectability of RG the kernel represen-

tation of the plant, the following result can be obtained.

Theorem 2. Consider a null internally stable system

{G,K} with a kernel representation R{G,K} such that RG

is detectable, and system Q with a well-defined stable ker-

nel representation RQ : ZG ×ZK → ZQ, giving KQ with

the stable kernel representation

R
(x0Q,x1G,x0K)

KQ
:= R

x0Q
Q ◦R

(x1G,x0K)

{G,K}
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s.t. RKQ
is well-defined (12)

where the true initial condition of RG is x0G. Then the

feedback system {G,KQ} with the kernel representation

R{G,KQ} is null internally stable if and only if it is null

well-posed and R
#
Q is stable.

Furthermore, given a null internally stable system

{G,K?} with a kernel representation R{G,K?} where

RK? : Y × U → ZK? , then there exists a well-defined

stable kernel representation RQ? : ZG×ZK → ZK? , such

that KQ? = K? holds and R
#
Q? is stable.

Proof. The proof can be obtained by setting e12 = 0

in the proof of Theorem 3 shown later.

When G, K and Q are linear operators and they have

left factorizations G(s) = M̃(s)−1Ñ(s) and K(s) =

Ṽ (s)−1Ũ(s) respectively, then solve RKQ
= 0 with the

equation (12) in Theorem 2 derives the following explicit

parameterization of KQ

KQ(s) = (Ṽ (s)+Q(s)Ñ(s))−1(Ũ(s)+Q(s)M̃(s))(13)

with Q s.t. (Ṽ (s) + Q(s)Ñ(s)) is invertible, which coin-

cides with the linear Youla-Kucera parameterization.

3. 3 State-space realization

This subsection discusses the state-space realization of

the parameterization given in Theorem 2. Consider a

plant G with a state-space realization

G :

{

ẋ = f(x, u)

y = h(x, u)
(14)

Suppose there exists a detectable kernel representation RG

and a controller K with RK which null internally stabi-

lizes G with RG:

RG :

{

ẋG = fG(xG, u, y)

zG = hG(xG, u, y)
(15)

RK :

{

ẋK = fK(xK , y, u)

zK = hK(xK , y, u)
(16)

Then all (null internally) stabilizing controllers are given

by Theorem 2 as follows.

Corollary 1. Consider G with the state-space realiza-

tion (14) and its kernel representation RG in (15). Sup-

pose RG is detectable and that there exists a controller

K with RK in (16) such that {G,K} with R{G,K} is

null internally stable. Then every null internally stabi-

lizing controller KQ with a kernel representation RKQ
is

parametrized by

KQ :























ẋK =fK(xK , y, hKQ
(xḠKxQ, y))

ẋḠ=fG(xḠ, hKQ
(xḠK , xQ, y), y)

ẋQ=fQ(xQ, hG(xḠ, hKQ
(xḠK , xQ, y), y))

u =hKQ
(xḠK , xQ, y)

(17)

where the parameter Q : ZḠ → ZK

Q :

{

ẋQ = fQ(xQ, zḠ)

zK = hQ(xQ, zḠ)
(18)

is any stable operator and the set of output functions

{hG, hK , hQ} is supposed to have a unique solution with

respect to u as follows.

u = hKQ
(xḠK , xQ, y) (19)

The parameterization in Corollary 1 can be depicted as

in Fig. 9, which can be explained as follows: The oper-

ator RḠ is a state observer (or a disturbance estimator)

of GzG
where its output zḠ describes the external distur-

bance zG when zG 6= 0, or the state observing error when

zG = 0. Q is the stable free parameter and KzK
is a sta-

bilizing controller with an external (reference) input zK .

This figure reveals that this result is a natural extension

of the linear Youla-Kucera parameterization.

p

u - GzG

zG

?
y

p¾RḠ

?
zḠ

Q

?zK

KzK
¾

-

KQ

Fig. 9 The construction of the parameterization

3. 4 Further investigation on state-space real-

ization

Now we show an example of the state-space realization

of the feedback system {G,K} with kernel representation

R{G,K} satisfying the assumptions in Corollary 1. We

adopt the stability as BIBS (Bounded-Input Bounded-

State) stability and Zs denotes the bounded (stable) sub-

set of the signals in Z. Consider an operator G with a

state-space realization:

G :

{

ẋ = f(x, u)

y = h(x)
(20)

Let us employ the following assumptions:

(A1) There exists a state observer of G as

ẋ = fG(x, u, y) (21)

where (u, y) ∈ Us × Ys ⇒ x ∈ X s. Here we consider

another observer with the same realization

˙̄x = fG(x̄, u, y) (22)
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and apply the same input (u, y) ∈ U ×Y to them, then

(x− x̄) ∈ X s holds.

(A2) There exists a function hG satisfying

y = hG(x, zG) (23)

and there also exists its pseudo inverse zG = h
#
G(x, y)

satisfying hG(x, 0) ≡ h(x). Furthermore, (x − x̄) ∈

X s ⇒ h
#
G(x̄, h(x)) ∈ Zs

G holds.

(A3) There exists a stabilizing control for (21) such

that
(

u

y

)

=

(

hK(x+ xe, y, zK)

hG(x, zG)

)

(24)

Here the feedback system with the plant (21) and the

above controller satisfies

(zK , zG) ∈ Z
s
K ×Z

s
G ⇔ (u, y) ∈ Us × Ys (25)

for all xe ∈ X
s and there exists a function h#K satisfying

zK = h
#
K(x+ xe, y, u).

Proposition. Consider the operator G in (20). Sup-

pose (A1), (A2) and (A3) hold. Then a pair RG and RK

satisfying the assumptions in Theorem 2 (and Corollary

1) is given by

RG :

{

ẋG = fG(xG, u, y)

zG = h
#
G(xG, y)

(26)

RK :

{

ẋK = fG(xK , u, y)

zK = h
#
K(xK , y, u)

(27)

Proof. The proposition is straightforwardly obtained

by checking the conditions in Theorem 2.

4. Parametrization in the presence of

additive disturbances

4. 1 Internal stability

e1-− f -u G
y

?+f
e2

¾
+

¾
ȳ

K
ū

6+

Fig. 10 The feedback system {G, K} with additive distur-

bances

Consider the feedback system depicted in Fig. 10 here.

We use the condensed notations as in (7) if no confusion

arises. The stability of the feedback system {G,K} with

additive disturbances as in Fig. 10 is considered. Such a

configuration is often treated in the literature on right

coprime factorizations, e.g., 8). Let us define a new op-

erator E
(x0G,x0K)

{G,K} : E12 → W which is a mapping from the

external additive signal (e1, e2) to the loop signal (u, y) in

Fig. 10.

E
(x0G,x0K)

{G,K} (e12) :=





(

−Id Kx0K

−Gx0G Id

)−1

−

(

0 0

0 Id

)





(

e1

e2

)

Definition. A feedback system {G,K} is said to be

well-posed if the operator E
(x0G,x0K)

{G,K} exists and is well-

defined. Further, a well-posed feedback system {G,K}

is said to be internally stable if E
(x0G,x0K)

{G,K} is stable.

4. 2 Strong internal stability

e1-− f -u R
#
G

y

?+f
e2

¾
+

¾
ȳ

R
#
Kū

6+

?
zG

6zK

Fig. 11 Strong well-posedness and strong internal stability of

{G, K}

Employing the kernel representations RG and RK as in

(5) and (6), a kernel representation of the operator E{G,K}

can be defined as

R
(x0G,x0K)

E{G,K}
(e12, w) :=





R
x0K
K (w + e12)

R
x0G
G (w)



 = zGK .

It is easy to see that

w = E{G,K}(e12) ⇔ RE{G,K}
(e12, w) = 0

which is the definition of the kernel representation (2).

The relation (8) is the null input version of this equa-

tion. Strong well-posedness and strong internal stability

are defined as follows:

Definition. A feedback system {G,K} with a kernel

representation R
(x0G,x0K)

{G,K} is said to be strongly well-posed

if R
(x0G,x0K)

E{G,K}
is well-defined. Further, a strongly well-posed

feedback system {G,K} with a stable kernel representa-

tion R
(x0G,x0K)

{G,K} is said to be strongly internally stable if

R
(x0G,x0K)

E{G,K}

#

is stable.

The concepts of strong well-posedness and strong inter-

nal stability are shown in Fig. 11. We abuse the nota-

tions R#
G and R

#
K to denote operators that might not be

well-defined.

4. 3 Youla-Kucera parameterization

The detectability of a kernel representation is extended

to fit the strong internal stability.

Definition. A kernel representation R
x0Σ
Σ : W → ZΣ

is said to be strongly detectable if the operator

∂R
(x1Σ,x2Σ)

Σ(w) (28)
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is stable irrespective of w ∈ W, where ∂ is the differential

operator defined in (11).

u p

- b

e1

?- ΣzΣ

zΣ

?
- b

e2

?

y

¾RΣ̄

?zΣ̄

-

Fig. 12 Strong detectability

This definition implies that RΣ is a zΣ-estimator of the

system R
#
Σ (·, zΣ) which works well even when the input w

has an additive disturbance as in Fig. 12. For example, if

Lp-stability with the signal space Z = Lpe is taken as the

operator stability, then the strong detectability definition

(28) of RΣ reduces to

w − v ∈ Lp ⇒ R
x1Σ
Σ (w)−R

x2Σ
Σ (v) ∈ Lp

∀w,∀v ∈ Lpe, ∀x
1
Σ, ∀x

2
Σ ∈ X

0
Σ.

Or, if Lp finite gain stability is taken as the operator sta-

bility, then the strong detectability of RΣ reduces to

‖R
x1Σ
Σ (w)−R

x2Σ
Σ (v)‖p ≤ γ‖w − v‖p + φ(x1Σ, x

2
Σ)

∀w,∀v ∈ Lpe, ∀x
1
Σ, ∀x

2
Σ ∈ X

0
Σ

with a scalar γ and a smooth function φ satisfying

φ(0, 0) = 0.

The concept of strong detectability gives us the follow-

ing result.

Theorem 3. Consider a strongly internally stable sys-

tem {G,K} with a kernel representation R{G,K} such that

RG is strongly detectable, and system Q with a well-

defined stable kernel representation RQ : ZG×ZK → ZQ,

giving KQ with the stable kernel representation

R
(x0Q,x1G,x0K)

KQ
:= R

x0Q
Q ◦R

(x1G,x0K)

{G,K}

s.t. RKQ
is well-defined (29)

where the true initial condition of RG is x0G. Then the

feedback system {G,KQ} with the kernel representation

R{G,KQ} is strongly internally stable if and only if it is

strongly well-posed and R
#
Q is stable.

Furthermore, given a strongly internally stable system

{G,K?} with a kernel representation R{G,K?} where

RK? : Y × U → ZK? , then there exists a well-defined

stable kernel representation RQ? : ZG×ZK → ZK? , such

that KQ? = K? holds and R
#
Q? is stable.

Proof. As mentioned in section 2. 1, we use the no-

tation zḠ = RḠ(u, y) in order to describe a copy of

zG = RG(u, y) in the parametrized controller. The for-

mer part, i.e., the sufficiency is proved. Firstly, from the

internal stability of the system {G,K}, we have a stable

mapping zḠK 7→ w

w = R
−1
{Ḡ,K}

(zḠK). (30)

Secondly, from the stability of R#
Q, we have another stable

mapping zḠQ → zḠK

zḠK = R
−1
SQ(zḠQ) =

(

R
#
Q(zḠ, zQ)

zḠ

)

(31)

with the trivial kernel representation

zS = RS(zK , zG) := zG.

Furthermore we have a mapping zG 7→ zḠ parametrized

by w

zḠ = zG + (zḠ − zG) = zG +RḠ(w̄)−RG(w)

= zG + ∂RG(w)(e12) (32)

which is stable irrespective of w ∈ W. Therefore, it fol-

lows from the assumption of the strong well-posedness of

the system {G,KQ} and the equations (30), (31) and (32)

that R#
E{G,KQ}

can be described by the following stable

mapping:

w = R
#
E{G,KQ}

(e12, zGQ)

= R
−1
{Ḡ,K}

◦

(

R
#
Q(zG + ∂RG(w)(e12), zQ)

zG + ∂RG(w)(e12)

)

.(33)

Furthermore R#
Q can be written as follows:

R
#
Q = RK ◦R

−1
{Ḡ,KQ}

.

Hence this proves the necessity and completes the former

part.

Next, the latter part is discussed. Let RQ? defined by

RQ? := RK? ◦R−1
{Ḡ,K}

Its pseudo-inverse mapping from (zḠ, zK?) to zK can be

explicitly written by

zK = RK ◦R
−1
{Ḡ,K?}

(zK? , zḠ) =: R#
Q?(zḠ, zK?)

Hence RQ? is well-defined from the null well-posedness of

the system {G,K?}. Then the rest of the theorem follows

immediately.

4. 4 State-space realization

Here an investigation on the state-space realizations

similar to section 3. 4 is given. The same assumptions as

in section 3. 4 are made. Consider G in (20) and suppose

there exists its state observer

ẋ = fG(x, u
′
, y) (34)

satisfying the following assumption.

(B1) (u, y) ∈ Us × Ys ⇒ x ∈ X s holds and, for two

copies of the same state observer

ẋ = fG(x, u, y) (35)

˙̄x = fG(x̄, u+ e1, y + e2) (36)
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satisfy (e1, e2) ∈ Es
1 × E

s
2 ⇒ (x − x̄) ∈ X s for all

(u, y) ∈ U × Y.

Based on this state observer, we construct a (strongly in-

ternally) stabilizing controller K as

K :

{

ẋK = fG(xK , k(xK), y)

u′ = k(xK)
(37)

Here (u′, y) = (k(x̄), h(x̄)) is a stabilizing controller for

the state observer (34) in the sense that the feedback with

inputs e1 and e2
(

u′

y

)

=

(

k(x̄) + e1

h(x̄) + e2

)

(38)

with the system (34) satisfies the following additional as-

sumptions:

(B2) (e1, e2) ∈ E
s
1 × E

s
2 ⇒ (u′, y) ∈ Us × Ys.

(B3) x ∈ X s ⇒ (k(x), h(x)) ∈ Us × Ys.

(B4) (x − x̄) ∈ X s ⇒ (k(x) − k(x̄), h(x) − h(x̄)) ∈

Us × Ys.

Under those assumptions, we can obtain the following re-

sult.

Proposition. Consider the operator G in (20). Sup-

pose the assumptions (B1)–(B4) hold. Then a pair RG

and RK satisfying the assumptions in Theorem 3 is given

by

RG :

{

ẋG = fG(xG, u, y)

zG = y − h(xG)
(39)

RK :

{

ẋK = fG(xK , u, y)

zK = u− k(xK)
(40)

Proof. The assumptions (B1) and (B3) imply that RG

and RK are stable well-defined kernel representations of

G and K respectively, while (B1) and (B4) imply that RG

is strongly detectable. The state-space realization of the

feedback system as in Fig. 11 is described by

{GzG
,KzK

} :























ẋG = fG(xG, u, y − e2)

ẋK = fG(xK , u− e1, y)
(

u

y

)

=

(

k(xK) + zK + e1

h(xG) + zG + e2

) . (41)

Therefore, (B1), (B2) and (B4) suggest

(zK , zG, e1, e2) ∈ Z
s
K ×Z

s
G × E

s
1 × E

s
2

⇒ (xG − xK) ∈ X s

⇒

(

k(xK)− k(xG)

h(xG)− h(xK)

)

∈ Us × Ys

⇒ (u, y) ∈ Us × Ys
. (42)

This implies the strong internal stability of {G,K} with

R{G,K} which completes the proof.

The parameterization given above has a similar formu-

lation to the linear case result.

5. Relationship to the existing results

This section discusses the relationship between the re-

sults obtained above and the existing results on the pa-

rameterization in state-space setting 10)∼12). Those exist-

ing results are based on a weaker stability definition than

that employed in the former part of this paper. Hence we

define a weaker stability concept using kernel representa-

tions here.

Definition. A feedback system {G,K} with a kernel

representation R{G,K} is said to be weakly stable if both

the mapping zK 7→ u and its inverse u 7→ zK in Fig. 13

exist and are stable.

- G

y

¾KzK

u

zK
6

Fig. 13 Weak stability

Furthermore, the weak detectability is also defined in

order to handle weak stability.

Definition. A kernel representation R
x0Σ
Σ : W → ZΣ

is said to be weakly detectable if the operator

∂R
(x1Σ,x2Σ)

Σ(u,Σ
x1
Σ (u))

(0) (43)

is stable where ∂ is the differential operator defined in

(11).

Since the kernel representation R{G,K} of a weakly sta-

ble feedback system {G,K} is not coprime (unimodular),

we cannot obtain the results similar to those in the pre-

vious sections. Therefore, in general we can only param-

eterize a class of stabilizing controllers. However, if we

employ a special stability definition, we can parameterize

all locally stabilizing controllers in the same framework

as shown in the following theorem. Input-to-state stabil-

ity 6), 14), 15) is employed here and its definition is given as

follows.

Definition. The system Σx0 in (1) is said to be input-

to-state stable (ISS) if there exist a KL function β and a

K function γ satisfying

‖x(t)‖ ≤ β( ‖ x0‖, t ) + γ( ‖u‖∞) (44)

Before stating the result, a remark on weak detectabil-

ity is given.

Remark 3. Consider the system G in (20). Sup-

pose the system G is weakly detectable in Vidyasagar’s

sense 16), 17). Then there exists an output-injection state

observer of G described by
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˙̄x = fG(x̄, u, y) x̄(0) = x̄
0

and a KL function β such that the following inequality

holds.

‖x(t)− x̄(t)‖ ≤ β(‖x0 − x̄
0‖, t), ∀u ∈ U

If G is weakly detectable, then RG defined by

RG :

{

ẋG = fG(xG, u, y)

zG = hG(xG, y)

is weakly detectable, where hG : y(t) 7→ zG(t) is invertible

function (y = h
#
G(xG, zG)) such that hG(x, h(x)) ≡ 0.

The result is now stated as follows.

Theorem 4. (i) Consider a weakly stable system

{G,K} with a kernel representation R{G,K} such that RG

is weakly detectable, and system Q with a well-defined

stable kernel representation RQ : ZG × ZK → ZQ, giv-

ing KQ with the kernel representation (29). Then the

feedback system {G,KQ} with the kernel representation

R{G,KQ} is weakly stable if it is null well-posed and R
#
Q

is stable.

(ii) Consider any operator has a state-space realization as

in (1). The stability definition of operators is taken to

be ISS. Consider a weakly stable system {G,K?} with a

kernel representation R{G,K?} such that RG is made as in

Remark 3 (weakly detectable) where RK? : Y×U → ZK? ,

then there exists a stable kernel representation RQ? :

ZG × ZK → ZK? , such that KQ? = K? holds and R
#
Q?

is locally stable, that is, the parameterization in (i) gives

all locally stabilizing controllers.

Proof. The part (i) can be proved in a similar way to

the sufficiency of Theorem 2. The part (ii) is now proved.

Suppose the state-space realization of RQ is given by

RQ :

{

ẋQ = fQ(xQ, zG, zK), xQ(0) = x0Q

zQ = hQ(xQ, zG, zK)

and consider the case x0G = x0Ḡ = 0, x0K = 0 and zQ ≡ 0.

Then the following inequality holds for some KL function

β and K function γ from the ISS property of the whole

system R{G,KQ}.

‖xQ(t)‖ ≤ ‖(xG(t), xK(t), xḠ(t), xQ(t))‖

≤ β(‖(x0G, x
0
K , x

0
Ḡ, x

0
Q)‖,t)+γ(‖zQ‖∞)

= β(‖x0Q‖,t)

Setting zḠ ≡ 0, the system

ẋQ = fQ(xQ, zḠ, h
#
Q(xQ, zḠ, zQ))

≡ fQ(xQ, 0, h
#
Q(xQ, 0, 0))

is asymptotically stable in the Lyapunov sense. Hence

there exists a Lyapunov function VQ which locally sat-

isfies the following relations by the converse Lyapunov

theorem 17), 18).

α1(‖xQ‖) ≤ VQ(xQ) ≤ α2(‖xQ‖)

V̇Q(xQ) ≤ −α3(‖xQ‖) + c4‖zḠ‖+ c5‖zQ‖

Here αi(·)’s are K functions and cj ’s are positive con-

stants. These inequalities imply R#
Q is locally stable (with

small input), which completes the proof.

As in the following remark, in Theorem 4, (ii) shows

that the parameterization in (i) gives all local stabilizing

controllers and it is equivalent to the existing result by

state-space approach 12). Therefore Theorem 4 shows the

relationship between input-output approach and state-

space approach. The stability notion of ISS plays an im-

portant role to connect the two different frameworks.

Remark 4. Consider a weakly detectable system G

in the form of (20) which has a state-observer as in Re-

mark 3. Suppose moreover that there exists an RK in the

following form such that R{G,K} is weakly stable,

RK :

{

ẋK = fG(xK , u, y)

zK = hK(xK , y, u)

where hK : u(t) 7→ zK(t) is invertible (u =

h
#
K(xK , y, zK)). And choose Q as

Q :























q̇1 = fq(q1, q2, ŷ)

q̇2 = fG(q2, h
#
K(q2, ŷ, zK), ŷ)

zK = hq(q1, q2, ŷ)

ŷ := h
#
G(q2, zḠ)

Then the following set of conditions is a necessary and

sufficient condition for local stability of Q in Theorem 4.

• q̇1 = fq(q1, 0, 0) is asymptotically stable.
• fq(q1, x, h(x)) = fq(q1, 0, 0).
• hq(q1, x, h(x)) = hq(q1, 0, 0).
• hq(0, 0, 0) = 0.

These conditions are equivalent to 12) which gives the

parameterization of all local stabilizing controllers. Thus

Theorem 4 implies the consistency with the existing re-

sult. In addition, this result shows that the class of stabi-

lizing controllers given in Theorem 4 is sufficiently large

at least in the local setting.

6. Conclusion

This paper is concerned with a parameterization of sta-

bilizing controllers. By employing observer based kernel

representations, we can obtain a parameterization of all

stabilizing controllers. The authors believe that this is

the first result on the parameterization of all stabilizing

controller in state-space setting based on nonlinear co-

prime factorizations (kernel representations). More pre-

cisely we investigate the relation between kernel represen-

tations and state observers in the state-pace realization



304 T. SICE Vol.E-1 No.1 January 2001

and derives the observer properties for parameterization.

Furthermore, we extend this result to the feedback sys-

tems in the presence of additive external disturbances,

and also clarify the relationship between our input-output

approach and the existing state-space approach to the pa-

rameterization of stabilizing controllers.
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