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A Reference Governor in a Piecewise State Affine Function:

Its Implementation and Experimental Validation

Kiminao KOGISO* and Kenji HIRATA**

This paper proposes a reference management technique for closed-loop systems with state and control con-
straints. The management rule is represented in the form of a piecewise state affine function obtained from
an explicit solution to a multi-parametric quadratic programming problem, which explicitly considers not only
constraint fulfillment but also tracking performance. Therefore, a successive and optimal management of a given
constant reference online can be achieved. However, as our approach theoretically has no robustness for mod-
eling errors and noises, we perform its experimental validation using a real position servomechanism and show
the results of the effectiveness and practicability. Additionally, from the aspect of its implementation we also
illustrate the experimental responses in the case where each sampling time of the local closed loop system and

our reference governor is different, and state an issue regarding the reference governor in the future.
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1. Introduction

Constraints are inherent characteristics in almost all
practical control systems. They appear most commonly
as actuator bounds on control variables, but physical lim-
its on state variables are also ubiquitous. It is known that
violations of such constraints drastically degrade system
performances and in the worst case lead to instability ).

In recent years, colorful control approaches to systems
with input and/or state-related constraints have been well
studied. Above all, reference governor control schemes
have received considerable attention ) 8)>14),16),18)
The most important and distinctive role of reference gov-
ernors is to modify a reference signal supplied to a closed-
loop system so as to enforce fulfillment of the constraints.
Another property is that the problem of obtaining a good
local control design for each specification can be decou-
pled from the problem of meeting constraints that typ-
ically become an issue when there is a large change in
reference signals.

The reference governor approaches proposed in 3),6),
18) are general in the sense that they allow an arbi-
trary time-varying external reference input w. Basically,
the reference governors on-line select the largest possi-
ble time-varying scalar gain «(t) € [0, 1] such that
r(t+1) = (1—at))r(t) +a(t)w(t+1), so as not to violate
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the specified constraints, where signals r managed by a
reference governor will be actual inputs to the constrained
system. However, selecting the largest a(t) does not di-
rectly optimize the closed-loop tracking performance. In
addition, the generality of these approaches (such that
they allow arbitrary time-varying external reference in-
puts) leads to conservatism in the constraint satisfaction.
By these motivations, the reference management tech-
niques under an assumption of constant references, which
consider tracking performance explicitly, are reported in
14),16). With the techniques, we have to finish manag-
ing all of the original references in advance according to
the known initial state, and simply input the managed
references to the constrained system in concurrence with
the starting control. The reason to do so off-line is that
it requires too much computation to solve the optimiza-
tion problem for each interval time of samplings in espe-
cially mechanical systems. Furthermore, the approaches
are weak against noises and modeling errors.

To achieve an on-line type reference governor, we have
to reduce the computation cost. Since the technique for
reducing the cost in the model predictive control, pro-
posed in 2), is the most useful, this paper applies a part of
it to the reference governor construction. Here, it can not
guarantee the feasibility of the corresponding optimiza-
tion problem appearing in the model predictive control,
but our approach can formulate the reference manage-
ment optimization problem that is always feasible. There-
fore, the point of guaranteeing the feasibility is different

from the approach in 2).
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On the other hand, they have almost never reported
the experimental demonstration of the reference gover-
nor. Although only 10) has reported a case study with a
real plant, it is difficult to understand an unfamiliar plant
and to apply their approach to any constrained systems
because their reference governor requires specialized Lya-
punov functions, strongly depending on the plant. The
authors think that performing experimental validations is
very important in order to determine whether the refer-
ence governor is one of the practical and effectual control
schemes for constrained systems.

Therefore, this paper proposes an on-line reference
management technique for general discrete-time systems
with state and/or control constraints, which is repre-
sented by a piecewise state affine function. Consequently,
the authors expect the technique to be more robust for
noises and unmodeled dynamics and to decrease far more
on-line computation cost than previous work '®. We show
a procedure to assure the feasibility of the reference man-
agement optimization problem. The effectiveness of our
control approach is illustrated by simulations. Moreover,
since influences of modeling errors and noises necessarily
appear in the practical control, we perform experimental
validations.

The structure of this paper is as follows. In Section 2 it
is shown that a discrete-time system with the constraint
condition is formulated. In Section 3, how to manage
the reference signal in the reference governor for the con-
strained system is reduced to a kind of an optimization
problem. In Section 4, from the optimization obtained
in Section 3, the reference governor in a piecewise state
affine is derived, and then, Section 5 illustrates some ex-
perimental results to show the effectiveness and practica-
bility of the proposed method. Finally, we conclude this

paper in Section 6.
2. Constrained System

We consider a closed-loop system X, illustrated in
Fig. 1, that consists of a plant ¥, and a controller X..

The system X is written in discrete time below.

z(t +1) = Az(t) + Bw(t), (1a)
P z0(t) = Coz(t) + Dow(t), (1b)
z1(t) = Ciz(t), (1c)

where ¢ = [z, z.] € R" (n = n, +nc) is a state of I,
and z, € R"? and z. € R"° are respectively states of the
plant 3, and the controller ¥.. An initial state of ¥ is

given by (0) = zo € R". w € RP! is an external reference
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State and Control
Constraints

Fig.1 Closed-loop systems with state and control constraints

input and z; € RP! is a controlled output. Additionally,
zo € RPO is constrained signals on state and/or control,

and in ¥ there exists the following constraint condition:
2(t)€Z VteZT, (2)

where Z™T denotes a set of non-negative integers.
Remark 1. A polytope set Z is described by Z =
{zo € RP°|Mzzo < mz} using Mz € R°*=*P% and
myz € R°2. Note that these inequalities in the above
equations imply component-wise.
Remark 2.

reference management technique, which is applied to the

Our interest is focused on an additional

primary designed closed-loop system ¥ in Fig. 2. We as-
sume that the controller ¥. has already been designed
by using abundant results of linear control theories, and
in the absence of specified constraints the controller 3.
provides the desired tracking performance.

Remark 3.

mance in the absence of constraints, we can consider the

Since X, provides the desired perfor-

primary purpose of a reference governor as altering the
reference signal during the shortest possible horizon in
order to fulfill the specified constraints. On the other
hand, the reference governor is a device that produces
an actual reference input to the primal control system 3.
Therefore, it also has an ability to improve the closed-loop
tracking performance.

This paper deals with a control problem of tracking
z1 to w and fulfilling the constraint condition (2). Our
method is for constraint satisfaction under not the arbi-
trary reference signal ©°'® but the constant 1. Ad-
ditionally, we at least assume that the specified state and
control constraints are satisfied at an equilibrium state
(corresponding to the external constant reference ).

Assumption 1. @ € RP! Vt € Z* satisfies

W E intW
W = {w € R** | Mz(Do + Co(I — A)""'B)w < mz},
where intS is an interior of the set S.
The constrained system and the problem setting de-

scribed above are the same as that of 16); refer to it for

details. This paper has the following assumption in or-
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der to construct the reference governor that manages the
reference on-line under every sampling of the state.
Assumption 2. A full state z of ¥ can be measured
at a current time t.
Here, some notations are defined. Regarding the output
vector zo, the sequence from time 0 to k — 1 is denoted by
2k € RPo* . Similarly, we define 3¢ and @*. For example,

a vector ¥ is written in

21(0) w(0)
S R TCE I PR ECh
zi(k—1) w(k —1)

With z(0) = zo, the output 2§ and 2 can be written in
26 = Q6120 + Q2" and 27 = QT1xo + QT by a lin-
earity of ¥, where the coefficient matrices Qf; € RPOFX™
QF, e jPrEXng Qk, € RPokxpik Ok, RP1EXPIE 516 he-

low,

Co Ci
CoA Ci1A
Ql(;l = CoA2 3 Qllcl = ClAz )
_CoAk—l ClAk—l
- Dy
CoB Do 0
QI(;2: C()AB C()B DO ,
|CoA* =B CoA* B CoB Dy
o
C\B 0 0
Qt,=| CiAB C.B 0
|C1A*=2B C,A*—B CiB 0

Especially, when the reference is constant, w(t) = w Vt €
Z*, denote the sequence vector as w*. The managed sig-
nal by the reference governor is denoted as r € RP1 and

the first component of r is as #*(1), i.e., 77 (1) = r(0).
3. Constraint Fulfillment

This section shows the condition to achieve constraint
fulfillment for an infinite horizon. For the goal, we use a
maximal output admissible set 7>'7) as follows.

Definition. (Maximal Output Admissible Set)
Let zo(t; o, w) denote the output (1c) of ¥ for the initial
condition z(0) = zo and constant reference input @ € W.

Define the w dependent maximal output admissible set
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Fig.2 Closed-loop systems equipped with reference governor

by 7 17)
Ooo (W) = {0 € R" | 20(t; w0, w) € Z YVEEZT}.

Remark 4. Linear programming-based computational
procedures of Oo(w) have been proposed in 7) and 17).
The maximal output admissible set Oo (@) is a convex

polyhedral set and is realized in the form of
O () ={z e R" | Mz <m},

where M € R°*™ and m € R° are the matrices and vec-
tors to describe the linear constraints.

Consider the closed-loop systems ¥ with the constant
reference input w. The necessary and sufficient condition
for constraint fulfillment is that z(0) € O (w) holds. In
that case, the reference governor does not need to alter the
constant reference input w, and it can be directly applied
to the closed-loop system without any constraint viola-
tions. Therefore, from the property of a maximal output
admissible set the following lemma is known for a general
T € Z™F, not only T = 0.

Lemma 1. Assumption 1 holds. For a constant
reference w and a given T € Z™, 2o(t) € ZVt > T if and
only if a terminal condition z(7T") € Ou (W) is satisfied.

Proof. See 16) in detail.

Remark 5.

the following. In order to fulfill the constraints for an in-

From Lemma 1, we can understand

finite horizon, it is important to find an input sequence
#T € RP1T subject to both zo(7) € Z, 7 =0,1,--- , T —1
and z(T) € Ox(w) for the given T € Z* and zo € R".
That sequence corresponds to a signal managed by the
reference governor.

Remark 6.

tem steps inside the maximal output admissible set, it can

Once the state of the constrained sys-

transit to the equilibrium point with the reference w fixed,
satisfying the constraints. Therefore, if the terminal con-
dition z(T) € O () at a certain time 7', then after the
time T the reference governor directly inputs the original
reference to the closed-loop system without any change.
From Lemma 1 and Remarks 5 and 6, the main role
of the reference governor is to let the state move into the

maximal output admissible set in T steps. This paper
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chooses the shortest step T™ subject to the terminal con-
dition z(T) € O (w).

following recursively defined set O_y ()

To obtain it, we introduce the
15).

O_r(w) ={z e R"|IreR™
Ax + Br € O_(k_l)(u")), Cox + Dor € Z}
O—o (@) = Ooo ()

The set O_r(w) has the following properties: i) all the
states inside O_(w) are reachable to the maximal out-
put admissible set Oo (W) at least in k steps, fulfilling the
constraints, and ii) if z(t) € O_; (@), k > 1 at time ¢, then
there exist such an input r(¢) that (¢t +1) € O_,_1)(w)
and zo(t) € Z hold. Therefore, the shortest horizon T in
managing the reference w is given by

T" = min k s.t.

i, 2o € O_ () (3)
ke

where we assume that there exists T € Z™ such that
o € O—_7(w) holds for the initial state zo.

As a result, for the constant reference w € W, there
exists an input sequence 77 subject to zo(r) € Z, T =
0,1,---,7*—1 and z(T*) € O (W), where the shortest
horizon T is given by (3).

Next, a procedure to get the shortest step T is shown
using a numerical example.

Example. Consider a closed-loop system X that con-

sists of the following plant ¥, and controller X..

wpt+1)[ |1 0.04 |z,(t)
! a0 | o7 0 | | u@
re(t+1) [0.9 0.25 —0.15] @ (t)
DI = w(t)
u(t) 30 0 -30

where the reference is w(t) = 2.0 V¢ € Z*. There exists
the constraint condition —2.25 < u(t) < 2.25 Vt € Z™.
Then, the corresponding maximal output admissible set
Os(2) and the set O_1(2) are illustrated in Fig. 3(a).
Os(2) and O_1(2) are respectively a polytope bounded
by a thin line and by a thick line.
O_1(2), k € Z™ is illustrated in Fig. 3(b). From the fig-
ures, a part of the state space is parameterized by a step
k and the inclusion O_x(2) C O_(41)(2), k € Z™ holds.
If the initial state of ¥ is given by zo = [2.25 1.6], the
shortest step T to be reachable to O (2) is 3 because
o € O_k(2), k > 3 holds.

Here, we have the following assumption about the ini-

Similarly, the set

tial state of the constrained system.
Assumption 3. Under Assumption 1, for the

given initial state zo, there exists T € Z7T subject to
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(a) The maximal output ad- (b) O_(2), k =0,1,2,---.
missible set O (2) and the
set O_1(2).
Fig.3 The maximal output admissible set O (2) and the
sets O_1(2), k € ZT in the state space of the closed
loop system 3.

xo € O_T(U_)).

Remark 7. When the initial state is not in O_(w),
ie., xo & |J;-, O-i(w), then it holds that there does not
exist an input fT*subject to the terminal condition holds.

Thereby, we can show the following lemma.
Lemma 2. Assumptions 1 and 3 hold. Then, for

T subject to

the constant reference w € W, there exists 7
zo(r) € Z, 7=0,1,--- ,T"—1 and the terminal condition
z(T*) € O (W), where T is given by (3).

Proof. The proof is trivial because of the properties
of the sets O_ ().

Remark 8.

the requisite shortest horizon T to enforce the constraint

This paper has shown how to acquire

fulfillment for the infinite horizon. Additionally, if you
want to improve tracking performance, the improvement

is achieved by using the longer horizons T > T*.
4. Off-line Reference Management

From Lemmas 1, 2, and Remarks 5, 6, we can see
that reference management for only the finite horizon
[0, T"—1] makes it possible to fulfill the constraints for the
infinite. This section shows how to manage the reference,
explicitly taking into account the tracking performance.

4.1 Reference Management Problem

Under Assumptions 1 and 3, the shortest horizon T
is available. Using it we formalize the management tech-
nique that considers both achievements of the terminal
condition and the tracking performance, which is the op-

timization problem below,

min |5 = &" |lep + 17— 6" |2 (4a)
st. o(T") € Oso () (4b)
z(r)€Z 7=0,---,T"—1 (4c)

where P = P' = 0, Q = Q" = 0, and a l-norm of vec-
tors is denoted by ||z||2,p = &' Px. The first term of the

objective function (4a) stands for an error between the
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controlled output and the reference with a weight matrix
P. The second is added for the signals obtained from
the problem (4) not to be very vibratory, for it may be
afraid of breaking the closed-loop system in practical use
if such signals are input. We think that this point is an
engineering-worthy explanation similar to 14).

Remark 9. From Lemma 2, under Assumptions
1 and 3 there exist some input sequences T subject to
(4b) and (4c). Therefore, the optimization problem (4)
is always feasible. Moreover, since the objective function
(4a) is a convex of 77, the solution is globally optimal.

Remark 10. Since this paper considers the tracking
control problem under existence of the constraints, it is
sufficient to evaluate only the first term of the objective
(4a). However, in that case the coeflicient matrix H be-
comes positive-semidefinite and we can not get its inverse
matrix. To avoid this, we have to set the second term.

The reference governor realized by the optimization
problem (4) is an off-line type, which inputs the optimal
solution as a managed signal into the closed-loop system
3. In other words, it is not preferable for practical con-
trols of systems under the existence of the modeling errors
and noises. Then, the next section considers the reference
governor that manages the reference based on the mea-
sured current state.

4.2 Management Based on Measured State

Under Assumptions 2 and 3, the current state z(t),
measured at time ¢, can be considered as an initial state
Zo in the reference management optimization problem (4).
From the consideration, the reference governor sequen-
tially solves the optimization problem using the measured
state and inputs the managed signals r(¢) = #7 (1) into
the closed-loop system.

To clear such a state feedback structure of the refer-
ence governor, first, the reference management problem
(4) is rearranged by a new variable z = #7 + H~' f(zo)
to acquire formulation that has the initial state zp on a
rhs of inequality constraints, and then, the initial state in
the formulation is replaced with the measured one z(t).
Finally, the following quadratic programming problem is

obtained:
V. (z(t)) = min ZHz st. Gz < N+ Sz(t) (5)
with H, f(z(t)), N, S, and V. (x(t)):
H=QPQ12+Q (6)
f(z(t) = Q12PQuz(t) — (Q1P + Q)
N=W —GH "(Q\,P+ Q)0
S=FE+GH 'Q\»PQn
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Va(z(t)) = V(2(t) — (Quz(t) — ¥) P(Qux(t) — i)
— W' Q@+ f(x(t)) H™" f(x(t))

where V(z(t)) denotes the objective function (4a), E €
RO W € R? are coefficients of the inequality G#7 <
W + Exy, obtained by (4b) and (4c). q is a number of the
inequalities. Here, we omit subscriptions k (= T).

Remark. On the second term of the objective (5),
from (6), @ = 0 and P > O imply that H = H' > 0.
Therefore, an optimizer is uniquely defined according to
a certain state z(t).

Remark 12. Since the optimization problem (5) is
equivalent to the problem (4), the optimization (5) is
solvable as well from Lemma 2 when z(¢t) = zo holds
under Assumptions 1 and 3. Furthermore, the opti-
mizer z*(zo) provides 77 = 2*(wo) — H™'f(z0) and is
also equivalent to the global solution to the problem (4).

Under Assumption 2, the optimization (5) is the refer-
ence governor that reflects the current state in managing
the reference. However, the optimization is hard to solve
on-line in a kind of mechanical system with short sampling
times because of computation burden and so on. Then,
in section 5., we will introduce a technique about com-
putation burden reduction and apply it to the reference
governor construction.

Remark 13. The state z(¢) in the optimization (5)
can be considered as a parameter in a convex pro-
gramming problem. This kind of optimization is called
Multi-parametric Quadratic Programming(MpQP). Fur-
thermore, in the MpQP we can have explicit solutions in-
cluding the parameter and apply them in order to reduce

the on-line computation burden .
5. On-line Reference Management

This section derives a reference management rule from
the explicit solutions to the MpQP problem (5) in order
to construct the on-line type reference governor. From
here, the parameter z is described for z(t).

5.1 Explicit Solution in State

The explicit solutions including the state parameter are
obtained by a so-called Karush-Kuhn-Tacker optimality

condition (KKT condition) ». The condition is as follows,

Hz+G'X=0, (7
Ai(G'z—N'—=S'z)=0, i=1,---,q, (®)
A>0,

Gz < N + Sz, 9)

using Lagrange multipliers A € R?, where the subscript ¢
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is the number of a row component and g is the number of
inequalities in the MpQP (5). Now that H > 0, from (7),

z=—H 'G'X (10)

holds. Substituting (10) for (8), we obtain the following

complementary condition for each row,

MN(-G'H'G'A\=N'—-S'2)=0,i=1,--- ,q. (11)

Here, solve the MpQP with x = x¢ € O_r-(w) once.
Among the inequality constraints in (9), active Lagrange
multipliers are denoted as A > 0 and inactive ones are as
X\ = 0. From (9), matrices GO SO N are uniquely defined
which satisfy Gz* = S% + N. With this, the complemen-
tary condition (11) explicitly includes the state parame-

ter,
—GH'G'N=N -5z =0, (12)

where if G is row full rank, then (GH™'G’)™" exists. In

this case, from (12) X is written as
A=—(GH'G") (N + Sxz) (13)

where if G is not row full rank, we require another proce-
dure because of degeneracy 2, In this paper, we exclude
such a case and assume that G is row full rank.

On the other hand, (10) is also written below using A,
z=-H'G'\ (14)

After eliminating A from (13) and (14), the optimizer z(z)

to the MpQP forms in explicit state parameter z,
2(x) =H 'G'(GH™'G)"" (N + Sz). (15)

The explicit solution (15) is available over the parame-
ter region, in which all states provide the same matrices
GO SO N, and the region is named as a critical region
CR}". Now that z in (14) must satisfy the inequality
constraint in the MpQP(5), we have

GH 'G'(GH™'G) " (N + Sz) < N+ Sz, (16)
and since A > 0 holds, we have
—(GH'G"Y (N + 5z) > 0. (17)

Therefore, rearranging (16) and (17), the critical region

CROT* is written in a polytope below,
CROT* = {x € §Rn | Mcrox S Merg }7 (18)
where the matrix MC:';; and the vector ch:O are below;

r | GHT'G(GH
(GH™"

crg — )

-GS - s
)1

No.1 January 2005 57

o W —-GH 'G'(GH™'G')"'N
m, = ~ ~ ~
—(GH™'G")"'N

crg

Therefore, in summary, if the measured state is in the
critical region CRY ", we can obtain the optimal solution
to the MpQP from (15). Using this, we can construct the
reference management rule.

5.2 Reference Management Rule

From (15) and z = #7 + H~'f(z) in section 4.2, z is
eliminated to have the following piecewise affine function

of the parameter z,

P =F" 2 +g7" VzeCRy, (19)

where the matrices FOT*E RP1T7X" and the vectors gg*e

“
®P1T7 are below:

Fg‘* = H_I{G(GH_IG,)_Ig — Q12PQ11},
g = H YG(GH'G) 'N + (Q12P + Q)b}.

The reference management rule (19) consists of the
matrices GO SO N, calculated in the case of z = =zo,
and it holds over the critical region CR{ : However,
since only one rule (19) is insufficient, we have to cal-
culate the other regions and management rules, respec-
©(2) € O_ (7 —2)(w)>
z(3) € O_(r+_3)(w), and so on. Furthermore, if we con-

tively by using (1) € O_(p~_1)(®),

sider the case of the existence of the modeling errors and
noises, it is preferable to calculate them such that all re-
gions O_r+«(w) are laid with the critical regions, in case
the different transition of the state occurs between ideal
and real cases.

If there exist some spaces inside O+ (w)\O_ (7= _1)(w)
except for the known CROT*, we can calculate another
management rule using the same 7. The corresponding
region is denoted as CRT and is obtained from a cer-
tain state & € O—r« (@) \(O_ 7+ —1y(®) UCRG ")) and the
MpQP with T in the similar way of section 5.1. This

procedure is repeated until

[

U CRT")

holds. As a result, we can have all management rules

O_ (T* ,1) =O_7p= (’lf)) (20)

FiT*, gF “and the corresponding critical regions CRiT* , =

0,1,---,lr= that provide the optimal managed reference
signal.
Remark 14. The partition number of the critical

regions 7+ corresponds to combination of the active in-
equalities in (9). It is known that the upper bound of the
partition number is 29, where q is the number of inequali-
ties in the MpQP 2. Therefore, it is possible to check (20)
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by finite calculation. Additionally, a more effective parti-
tioning method of CRiT*, i=0,1,--- ,l7~ is reported in
the literature 12).

Secondly, we set the region CRE "~1 that includes one-
step transmitted state z(1) = Azo + B#7 (1) as the
base, and then, calculate C’R;‘P*_1 and FiT*_l, giT*_l, i =
1,2,-+- ,lp«—1 on T*—1. By repeating the calculation
about CRE, k = T*—2,---,2,1, the region O_r+ ()
is perfectly partitioned, and we have the explicit solu-
tion #¥ = FFfe + g¥ Ve € CRF Kk =1,2,---,T",i =
0,1, -+, lg.

Consequently, the following reference governor can be

obtained, which is based on the measured state z(t),

(1) if x(t)e CRE, k=1,.--,T",
T'(t)z =0, g,
i if z(t) € Oco(w).
(21)

Remark 15. If the modeled dynamics ¥ has no er-
rors, it is sufficient to calculate the critical region CRE
and the corresponding management rule F¥, g(’)”', k =
1,2,--+,T" under i = 0.

We can show the following lemma about the obtained
reference governor (21).

Lemma 3. Assumptions 1,2, and 3 hold. Then,
the optimal solution 77 to (4) for the constant reference
w € W is coincident with managed signals of the refer-
ence governor (21) over the span [0, T"—1], where T is
given by (3).

Proof. We consider the case when Assumptions
1,2, and 3 hold. For the constant reference w € W,
Lemma 2 shows that the reference management prob-
lem (4) is always feasible. Next, the MpQP (5) is equiv-
alent to the problem (4) and the solution that satisfies
the KKT condition is optimal. Therefore, since the ini-
tial state xo is common, the reference management rule
(21) derived from the KKT condition corresponding to
the MpQP, provides the optimal solution to the problem
(4).

Therefore, under Assumptions 1,2, and 3 we can
show the following main result about the closed-loop sys-
tem equipped with the reference governor.

Theorem 1. For the constant reference w € W, the
closed-loop system ¥ with the reference governor that
consists of (21) can guarantee fulfilling the constraint con-
dition (2).

Proof. From Lemma 3, the signal managed by the
rule (21) is the optimal solution to the reference manage-

ment problem and achieves the terminal condition. In this

No.1 January 2005

case, from Lemmas 1,2 it is shown that the constraint
fulfillment for infinite steps can be achieved.

Remark 16. From Theorem 1, since the reference
governor optimally manages the reference in the sense of
the objective (4a), the equipped closed-loop system has
good tracking performance about the output z;.

The reference management rules (21) have been pro-
posed under the assumption of no modeling errors and
noises. However, since they have the structure to reflect
the current state of the system in managing the refer-
ence, it is hoped that they are a practical approach even
though there exist the modeling errors and noises. Then,
in the next section, we will validate the effectiveness of

the proposed reference governor using a practical plant.
6. Experimental Validation

In this section, using a real position servomechanism in
Fig. 4, we make experimental evaluations of the proposed
control approach. The utilized digital controller through
this experiment is a personal computer, RT-Linux v3.1
Intel Pentium 3 733MHz 256MB.

6.1 Description of Constrained System

6.1.1 Plant

The practical plant X, consists of a DC-motor, a gear,
a hard shaft and a load in Fig.4. With z, = [0 6.7,
the model of ¥, can be described by the following state

space form,

where 67, is a rotate angle of the motor, the control u =V
and the output z; = 01 measured by an encoder. ¢ and

wy, have the parameters in Table 1,

1

_ R(Bum + %BL) + krks _ AkT 2
= 2{AkrR(Jar + 200)1 72 " T\ R(pdr + 1)

We have identified both parameter values from the ex-
perimental step response data of 8; = 90 [deg] = 1.5708
[rad]. As a result, ¢ = 0.7 and w, = 7. Additionally, we
have known that their values were different in the other
case of not 07, = 90.

Moreover, ¥, has a saturation regarding the input volt

zo = u, which is given by

—24<u(t)<24 VtezZ™ (22)

To measure the load rotational velocity éL, we have
used an arithmetic average method of 20 position data,

measured by sampling time 1.0 millisecond.
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(a) Model illustration

(b) Model picture

Fig.4 Position servomechanism

6.1.2 Controller Design

A controller ¥, has been designed by loop-shaping. The
specification is to possess the stability and the tracking
performance to a given reference. X. is represented as
the following transfer function from an error r — z; to a

control u,

1
K (1 + Tcs) ’
where K. = 3 and T. = 1. Then, it has been discretized
by sampling time 10 milliseconds with zero-order hold,
and implemented on the Pentium computer.
6.1.3 Control Problem
We consider the tracking control problem under the

constraint (22). The reference signal w is the following,

0,  0<t<05,
w(t)=< w1, 05<t<20][s], (23)
ws, 2.0 <t][s],

where w1 = 1.5708 [rad] and @we = —0.7853 [rad] =
—45[deg]. The initial states z,(0) and z.(0) of X, and
3. respectively are all zeros.

Without the proposed reference governor, then, we have
obtained the result of the responses z1 = 6 and z0 = u
in Fig.5. From Fig. 5(a), the practical closed-loop sys-
tem exhibits the very fast response under the reference
(23), but also inadmissible voltage inputs for the first ref-
erence change at ¢t = 0.5 [s] and the second at ¢ = 2.0 [s],
as shown in Fig.5(b). It is especially noteworthy that
because of the saturation, the dotted line in Fig. 5(b) is

Table 1 Physical parameters of 3,

Symbol Unit Meaning
A — Amplifier gain
p — Gear ratio
R Q Resistance of armature
kr [Nm/A ] Motor electrical constant
kb [V/A] Back electromotive force constant
I [ Kgm? ] Motor inertia
JL [ Nm/(rad/s) ] | Motor viscous friction coefficient
B [ Kgm? ] Load inertia
Br, [ Nm/(rad/s) ] | Load viscous friction coefficient

- bounds on
controller output

.
o

0.5

angle [rad]

- - reference
plant output

-1 — 37 77 , 7 | —— N

0 05 1 15 2 25 3 35 0 05 1 15 2 25 3 35
time [s] time [s]

(a) Reference w and
controlled output z; = 0f,.

(b) Control zp = u and the
constraint (22). Dotted line is
controller output signal before
being saturated.

Fig.5 Step responses of the constrained system without the
proposed reference governor.

not supplied to the DC-motor. It is just the value for the
controller ¥, to have calculated.

6.2 Simulation Result

We have made a simulation for the given reference (23).
The result is shown in Fig. 6. From Fig. 6(a), the refer-
ence w in a chain line is managed and modified into a thin
continuous line r, and then, the plant output z1 = 0z is
plotted by thick continuous line. We can see that it has
good tracking performance to the reference specified in
(23). From Fig. 6(b), the control zo = u does not violate
the constraint condition (22), but partially becomes equal
to the limitation value £2.4 [V], which is drawn with a
chain line. Apparently, the constraint (22) is satisfacto-
rily fulfilled. These results show the effectiveness of the
proposed method in the simulation level.

Here, when the reference governor is constructed, we
have utilized the shortest steps 77 and T5 such that
2(0) = [2,(0)" 2:(0)'] € O_px(w:1) and (I — A)~ ' B €
O_ry (w2) hold, where they are respectively T7" = 15 and
T5 = 23. Furthermore, we set the partition number as
Il =0, Vk € {0,--- ,T7} and I, = 0, Vk € {0,--- ,T5}
about w; and w», respectively.

6.3 Experimental Result

We have made experiments for the reference (23). The
results are shown in Fig. 7. Comparing the time response
in Fig. 7(a) with the one in Fig. 5(a), we can see the over-
shoots of the controlled output z; where successfully re-
duced and good tracking performance was achieved. From
Fig.7(b) the constraint condition (22) is also satisfac-
torily fulfilled. This experimental result has no conser-
vatism for the constraint fulfillment at all and is far better
than we have seen in any other studies ',

Moreover, a remarkable point in the experimental re-
sult is the achievement of the constraint condition for the
reference ws, as is shown in Fig. 7(b). The plant model
parameters obtained by the time response data in the case

of w; were used in designing the reference governor. This
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3

] I et bounds on
controller output

1

0

angle [rad]
volt [V]

- - -~ reference
managed

reference '~
-1 plant output \ /

0 05 1 15 2 25 3 35
time [s]

(a) Reference w, managed
reference r and controlled
output z1 = 0.

(b) Control zp = u and the
constraint (22).

Fig. 6 Simulation results of step responses of the constrained
system with the proposed reference governor.

unds on
ntroller output

angle [rad]
volt [v]

- - -~ reference
managed

reference '~
-1 plant output \ / -3

0 05 1 15 2 25 3 35 0 05 1 15 2 25 3 35
time [s] time [s]

(a) Reference w, managed ref- (b) Control zp = u and the
erence r and controlled out- constraint (22).
put z1 = 0.
Fig.7 Experimental results of step responses of the con-
strained system with the proposed reference governor.

means that we might expect an appearance of constraint
violation caused by the modeling errors and noises under
the different reference w>. Indeed, we obtained not only
the constraint satisfaction but also good tracking perfor-
mance. This implies that the designed reference gover-
nor is practicable even if there exist modeling errors and
noises.
Remark 17.

we set the sampling period in the reference governor and

Through the experimental validation,

the control system as 10 [ms]. When it had been set as
1.0 [ms], the control experiment could not be performed
because the size of the C-Language program in which the
reference management rule is written is too big to exe-
cute on-line. Therefore, we can guess that the utilized
control equipment could have a practical sampling period
between 1.0 [ms] and 10 [ms].

6.4 Consideration of Implementing Data Size

When one uses the proposed reference governor, the
finally obtained management rule needs to be actually
implemented in the computer. However, it may take too
much computation cost or size to implement and to ex-
ecute the rule in real time. To reduce the size of their
data, therefore, we may perform the control with differ-
ent sampling times between the constrained system and
the proposed reference governor.

Let us show what responses we obtain between sampling

instants of reference management, using the same control

angle [rad]
volt [V]

- - - - reference

managed !
reference ' -

plant output

0 0.5 1 15

2 25 3 35 1.5 2
time [s] time [s)

(a) Reference w, managed ref- (b) Control zop = uw and the
erence r and controlled out- constraint (22).
put z1 = 0.

-2.34

-2.36

-2.38

volt [V]

-2.4 I - ELE

='='='= bounds on
controller output

-2.42]

2 202 204 206 208 2.1
time [s]

(¢) A scaled up graph of
Fig. 8(b) regarding the circle-
marked region.

Fig.8 Experimental results to validate whether or not the
constraint are fulfilled under the condition that sam-
pling times of the constrained closed-loop systems and
the proposed reference governor are different.

apparatus. For the goal, we have discretized the same
controller ¥, with 1.0 millisecond by zero-order hold and
have implemented it, where the reference governor man-
ages the reference signals with respect to each 10 millisec-
ond. Then, the responses are shown in Fig. 8, which is
plotted by 1.0 millisecond.

Fig. 8(a) is almost the same as Fig. 7(a). In Fig. 8(b),
the controller output zp has oscillations in the duration
of operating the reference governor. To scrutinize the re-
sponse, Fig.8(c) is shown. It is a graph to be scaled
up regarding the circle-marked region in Fig. 8(b). This
illustrates that although the constraints are certainly ful-
filled at each sampling instant of the reference governor, in
the interval the control violates the constraints or leaves
the conservatism.

This sufficient investigation does not appear anywhere
in the literatures, so it is a very interesting and meaningful
result for future works of developing the reference gover-
nor and other control approaches for the constrained sys-
tem. From the engineering viewpoint of the reference gov-
ernor’s original object of fulfilling the constraints, there
is room for improvement because we could have actually

checked the possibility of the constraint violations.
7. Conclusion

In this paper, we have proposed the reference gover-
nor approach to systems with state and/or control con-
straints. The reference management rule has been ob-

tained from the explicit solution to the reference man-
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agement problem (4) through the corresponding MpQP

(5), which explicitly considers not only constraint fulfill-

ment but also tracking performance.

Since the rule is

in the form of a piecewise state affine function, the opti-

mal managed signal subject to the specified constraint for

each time has been decided on-line, based on the measured

state of ¥. Furthermore, the effectiveness of the proposed

method is shown by simulation. In the experimental eval-

uation we also have performed a demonstration of the ef-

fectiveness and practicability. Moreover, we have checked

that there is room for improvement regarding constraint

fulfillment from the viewpoint of the original object of a

reference governor.
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