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Prototype of a Sensor Network with Moving Nodes'
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Because of the progress of the robotics and mobile ad hoc networks (MANETS), we can expect that networked
robots are utilized in a variety of fields including sensor networks. However, literature in sensor networks are
dedicated toward problems related to static network. In these backgrounds, we present a basic architecture and
its protocols for sensor networks with mobile nodes. In our system, we have three significant aspects: First, we
have classified behaviors of nodes into multiple modes. Second, a node can instruct other nodes to move to a
specified position if desired. Third, a node decides its action without any assistance from an administrator or
any centralized infrastructure. In this paper, we describe a prototype of our architecture and discuss it.
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1. Introduction

Over the past few years, MEMS-based sensor technol-
ogy have enabled the development of relatively low-cost
and low-power wireless sensors (WSNs). They can be used
in many scenarios such as environment monitoring, fail-
ure detection, intrusion detection, etc. Since the notion of
wireless sensor networks was proposed %) etc., many issues
regarding sensor networks such as data dissemination, ag-
gregation, and management of their database have been
investigated. In many cases, the number of sensor nodes
is assumed to be large to enhance coverage and robustness
of the network. They need to be deployed in a wide area
such as a national forest, a large park, and a huge farm.
In addition, they need to be redundant to allow failure of
several nodes. The key feature in the deployment of such
many sensor nodes is static placement of the nodes. Once
a node is configured into a sensor network, its location
will not change.

Besides the advances in these network and sensor tech-
nologies, we have seen a rapid progress of robotics. Multi-
ple robots can constitute distributed autonomous robotic
systems (DARS)Y.

thereby facilitating creation of mobile sensor networks uti-

These robots can carry sensors,

lizing robots. In contrast to deployment of sensor nodes
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to a wide area, such a mobile sensor network requires sev-
eral tens of nodes. However, the coverage and robustness
can be enhanced by the nature of mobility to necessary
locations.

In these backgrounds, we define mobile object networks
(MONETS) that consist of intelligent mobile robots col-
laborating to achieve some assigned tasks. In this paper
we present a prototype of MONET called Routing As-
sisted by Moving objects (RAMOS). We also show a result
of a prototype of RAMOS and discuss its direction.

In the following, section 2 gives design of RAMOS sys-
tem. Section 3 describes a prototype system. Section 4
presents related works of RAMOS. Section 5 describes fu-

ture work and Section 6 concludes this paper.
2. System Architecture

In this section we describe assumptions about RAMOS
and its system architecture. RAMOS is a multi-hop sen-
sor network including mobile nodes. Data forwarding in
RAMOS is based on on-demand, hop-by-hop routing pro-
tocol assisted by physical movement of other nodes in the
network. A forwarding node normally sends packets to
immediate neighbor according to next hop information in

its routing table.

2.1 Assumptions

We assume that all nodes can identify their locations.
Mobile nodes need location information for their rout-
ing. Therefore, identification of locations is necessary in
RAMOS. MICA2 Motes '), used for our prototype, can
optionally accommodate GPS devices '*). Although nodes

can obtain their location using GPS devices outdoors or
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ultrasonic-based positioning systems indoors, we do not
confine ourselves to positioning with high resolution. In
some cases, rough positioning is sufficient with regard to
a wireless communication range of a node. Based on the
above assumption, destinations of data can be specified
with location of receiving nodes. RAMOS has the follow-

ing features :

e Data forwarding by either physical movement of nodes
or wireless communication.

e Ability of instructing other nodes to a specified position
to assist data forwarding.

e Mode classification depending on ability of movement.

These features exploit a combination of wireless com-
munication and physical movement in order to discover
next-hop nodes and convey data to final destinations.
Each node decides its action by itself without any as-
sistance from an administrator or any centralized infras-
tructure; actions of nodes are determined in a distributed
manner.

Since the destination of a receiver is specified with its
location, an intermediate node that has received data can
determine if there is a neighbor node that is nearer to
the destination. The intermediate node first looks up
such neighbor nodes by broadcasting neighbor-discovery-
request message. The node chooses the next hop node by
received replies from other nodes. If there is no appro-
priate next hop node, the node itself moves towards the

destination.

2.2 Classification of Modes

Node movement in RAMOS framework depends on lo-
cation information, types of message and multiple modes,
i.e., absolutely static (AS), semi-static (SS).

Nodes in AS mode stay at their original positions and
do not move to serve as backbone routers of the network
for the duration of their lifetimes. SS nodes behave like
AS nodes except that they will move when urgent event
occurs. SS nodes always return to their original locations
after their journeys in order to stand by for the next in-
coming event. At the inital stage of depleyment, mobile
nodes are placed onto a certain point and start to move.
The positions of AS and SS nodes are pre-determined be-
fore they are deployed. Furthermore we are considering
other modes in order to achieve a more efficient network:
dynamic search (DS), limited search (LS), spontaneously
moving (SM), and round patrol (RP) mode. DS nodes
can freely move anywhere at any time whenever neces-

sary. Nodes in LS mode move within limited areas (i.e.

their radio coverage) to search for assistants. SM nodes
randomly move around the network until they change to
other modes. A node in RP mode is an assistant of an
AS or an SS node and if it serves as an assistant for many
nodes it patrols for such nodes.

We attempt to optimize a network by using these mode
and local decision. However the more we consider the
many modes, the more complicated a network is. There-
fore, to formalize the problem simple, we focus on a sim-
plest network which consists of AS and SS nodes. We then
discuss its results for more complex one. The followings

are behaviors of AS and SS nodes.

AS Mode:

have as a backbone router; an AS node forwards a re-

AS nodes do not move at anytime, and be-

quest to the next hop if it exists, otherwise it waits for
assistance from any incoming other nodes. If it finds

the assistant node, it forwards the data to its assistant.

SS Mode:

they will move when urgent event occurs. Thus an

SS nodes behave like AS nodes except that

SS node forwards highly urgent request to its neigh-
bor node other than AS nodes. If there is no such a
node, it moves to the destination of the request directly.
Otherwise, the SS node passes the request to a discov-
ered assisting node and returns to its original location.
Upon receiving a low urgent route request, an SS node
forwards the request to its neighbor node other than
AS nodes. If the SS node has no such immediate neigh-
bor, it waits for Tpairor sSeconds for an incoming node.
If it does not have its own RP node yet or Tpasror has
expired, it starts to search for an assistant within a lim-
ited area. In an extreme case, if the SS node does not
discover any node, it goes back to its original position

and waits for an incoming node.

3. Prototype

In this section, we describe a prototype system of
RAMOS. In order to formalize the problem simple and
discuss its results for more complex one, we focus on a
simplest network which consists of AS and SS nodes. The

followings are our methodology and results.

3.1 Methodology

We consider a prototype network which consists only
of AS and SS nodes. To observe this simplest situation,
we have constructed a prototype system consisting of one
static and two mobile sensor nodes on 5-m one dimention
area. Both of nodes are equipped with MICA2 Motes.
Lego MindStorm RCX2s'? are used to carry MICA2
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Motes for the mobile nodes. Fig.1, Fig.2 and Fig.3
show the prototype system. In the Fig.2 and Fig. 3, E1
and E2 stand for event-generators. The event-generator
generates a highly urgent event message with specified
destination at random time. PC1 and PC2 are personal
computers to control mobile nodes via IrDA. M1, M2 and
M3 stand for mobile nodes. M1 and M2 are SS mode
which can move to a specified destination if it required.
Distances between each node are 2.5 m. Communication
range between any two nodes is set to 30 cm. M1 and
M2 move to a destination when they receive an event-
message from event-generator. RCX2 then detects their
positions by reading sensed value of brightness of reflected
light from the floor. A speed of both M1 and M2 is fixed
at all time in our prototype. This is because we attempt
to observe a result of using modes.

There is one limitation, motes on the mobile nodes can-
not instruct them to move directly; CPU of a Mote cannot
communicate with CPU of an RCX2. To overcome this
lack of communication, MICA2 Mote sends an instruc-
tion of movement to a static node. The instruction is
forwarded to the controlling PC1 and PC2, and control
mobile nodes via IrDA.

A state transition diagram of an SS-mode node is shown
in Fig. 4. When a node receives a message, it determines
the message type. When it receives a Query-Request mes-
sage which is used to search for a next-hop node, it sends
a Query-Reply message with its location information. By
receiving the Query-Reply message, the corresponding
node decides to send a Move-Request message depend-
ing on the location information. If its location is near-
est to the destination, the corresponding node sends an
Abort message to discontinue the instruction. In general,
the Query-Reply messages come from multiple nodes. In
such a case, the node which is nearest to the destination
is able to become the next-hop node. The node which re-
ceived a Move-Request message moves to the destination,

and after the journey it returns to its original position.

Fig.1 Testbed
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In the prototype of RAMOS, we conducted the follow-

ing two simple cases:

Case 1: Only E1 generates event-message which desti-

nation is M3 at random time.

Case 2: Both E1 and E2 generate event-message which

destination is M3 at random time.

We considered the following two types of node behaviors
at each case: RAMOS and Non-RAMOS. In a case of Non-
RAMOS, a mobile node cannot instruct any other nodes
if it finds them in its journey to the destination. In both
case 1 and case 2, an event-generator generates highlu
urgent event-messages at random time. Under these con-
ditions, we measured 10 times at 5 different generation

rates at each case.

3.2 Evaluation and Discussion

In this section, we present the evaluation of our proto-
type and discuss it to improve a network performance.

Figure 5 shows the effect of offered load on every event
generation rate in case 1. RAMOS works at higher deliv-
ery rate than Non-RAMOS. This is because M1 uses a
whole resource of M2 in RAMOS whereas M1 does not
use the resource of M2 in Non-RAMOS. However it is im-
portant that the delivery rate in RAMOS is more than
two times than the one of Non-RAMOS.

Figure 6 shows the effect of offered load on every event
generation rate in case 1. RAMOS works still at higher
delivery rate than Non-RAMOS. In this case, resources at
both RAMOS and Non-RAMOS are suppose to be same

amount, and it is because of this that the delivery rate is
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Fig.4 State transition diagram of an SS node

more close to each other than case 1.

As you see in the Fig.5 and Fig. 6, RAMOS has higher
event delivery rate than non-RAMOS. This is because SS
nodes help other nodes if the event is highly urgent. This
means that the classification of modes make the rescues
increase temporally. Otherwise, for a low urgent events,
an SS node does not move to a destination to prevent
an energy consumption though the event delivery rate is
decrease than for highly urgent event. We leave an eval-
uation of energy consumption as a topic of future works.

As the event generation rate increases from 0.34 events

per second at each case, the event delivery rate keeps
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Fig.6 Case 2: Event delivery rate vs. offered events

low percentage. In order to overcome this issue, we are
considering increasing a network resource temporally by
changing modes of node. Compare to case 1 and case 2,
we suppose that increasing a local resource temporary is
the key of improving an event delivery rate. SM and DS
nodes which we describe at previous section are supposed
to improve temporary by helping other AS and SS nodes.

In case 2, if M1 becomes out of order, the delivery rate
becomes extremely low. To overcome this problem, we
are also studying to improve network robustness by the
local decision and change the mode. RP mode at previ-
ous section is supposed to improve the local robustness
by helping other nodes.

Both improving a data delivery rate and network ro-
bustness are highly required for more realistic situation
such as a disaster area. We defer this as a topic of future

work.
4. Related Work

Beaufour et al.® studied smart-tag based data dis-
semination for sensor networks where moving objects,
equipped with smart-tags, disseminate data across discon-
nected static nodes spread across a wide area. Beaufour
provides mobile nodes which move randomly and try to
distribute data to all nodes, while our work, smart nodes
collaborate to increase routing performance and decide
the movement by themselves in order to forward data to
the destination which may be one or multiple nodes.

LAR?, GPSR?, and GEAR? are geographic rout-
ings that use location information to decrease overhead
GPSR uses
greedy forwarding at each hop by routing each packet to

of route discovery and find routes quickly.

the neighbor closest to the destination. When greedy for-
warding is impossible, GPSR recovers by routing around
the perimeter of the region. GEAR attempts to balance
energy consumption and thereby increase network lifetime

by selecting next hop from remaining energy and distance
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from the target region. LAR limits the search for a new
route to a smaller request zone.

Fall” proposed a delay tolerant networking architec-
ture (DTN) for interoperability between and among di-
verse networks, especially those composed of resource con-
strained nodes. It operates as an reliable overlay network
and provides key services such as in-network data storage
and retransmission, interoperable naming, authenticated
forwarding and a coarse-grained class of service. Some
preliminary discussions in this work, custody transfer and
reliability, congestion and flow control, for example, may
be adopted into RAMOS framework.

Hou et al. ® considered the problem of how to maximize
the lifetime for all the nodes in a wireless sensor network.
They develop a provably polynomial time algorithm to
solve the node lifetime problem, which effectively circum-
vents the computational complexity problem associated
with an existing approach.

Burns ¥ proposed MV routing in order to improve a
delivery rate in disruption tolerant networks. In their al-
gorithms nodes decide whether forward the data or not by
an information of a history of their moving path. They
then calculate a probability of successfully delivering a
message to a specified area. They also proposed a con-
troller that moves the agent to where network needs are
not being met by the movement of peers, and improve
the delivery rate. We can consider using the controller to
prevent a network from being highly partitioned.

Zhao 9 1V proposed Message Ferrying (MF) approach
which introduces non-randomness in the movement of
nodes and exploits such non-randomness to help deliver
data in a sparse area. This utilizes moving objects which
are assigned to deliver data for destination. However it is
required to initialize optimal Ferry route by global deci-
sion. In contrast, we are considering nodes behavior by

local decision. It is more realistic for such as disaster area.
5. Future Work

In connection-less packet switched networks such as
the Internet and MANETS, asymmetric paths are often
created; i.e., the returning path between a source and
a destination is different from the forwarding path. In
RAMOS, this asymmetry becomes more prominent. A
mobile robot node that has forwarded data may not stay
on the same location when an acknowledgment of the
data is returned. Therefore we need to reconsider end-to-
end reliability in RAMOS. This also affects the design of
TCP over RAMOS. In order to improve delivery rate and

network robustness, we are also improving algorithms of

changing multiple modes by local decision and doing more

experiments.
6. Conclusion

The research community has explored many issues with
regard to mobile ad hoc networks. Although networks
for mobile robots have several aspects similar to mobile
ad hoc networks, there are many challenging issues for
the robot networks. We have described issues pertain-
ing to routing assisted by mobile robots and propose the
prototype and its results. We also discuss how to im-
prove a performance of mobile robot networks, and ob-
serve the requirement of multiple nodes. The routing
protocol will be designed differently with mobile ad hoc
networks. This routing protocol should be developed in

the next few years.
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